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Abstract—Various cyber-physical infrastructures such as com-
munication networks and power grids are known to be vulner-
able to large-scale stressors ranging from natural disasters to
intentional attacks such as those effected by weapons of mass
destruction and high-altitude electromagnetic pulses. The stresses
instigated by these events can cause damage to critical compo-
nents of the network infrastructure. In this paper, a general
probabilistic model is developed for assessing the vulnerability
of a communication network under various catastrophic events.
A multi-level scalable network framework is proposed to capture
the inter-dependencies across various communication networks
in the infrastructure. For a given large-scale stressor, the initial-
failure probability of each network component is formulated
independently and then by taking into account the failure of the
components that it depends upon. This enables the modeling of a
shared failure among network components. Detailed simulations
of a three-level network model are performed and key network-
performance metrics are computed including the total network
capacity, the maximum flow and the number of node failures.
This work paves the way to model and evaluate the reliability of
critical communication networks under massive stressor events.

Index Terms—Network topology, multi-level network, geo-
graphically correlated failures, point process, network reliability.

I. INTRODUCTION

The functional reliability of many networks largely depends
on the geographical topologies of networks as well as on
the locations and impact (geographical extent and severity)
of stressors' [1]-[3]. For example, in the case of a communi-
cation network, various network components such as switches,
amplifiers/repeaters, multiplexers and links (fibers, copper
cables, antennas, etc.) can fail either directly from the stressor-
events or indirectly as a result of damage to the components
or systems that support the communication network, e.g.,
outage of power [4], [5]. Based on the geographical extent and
severity of stresses, the functionality of various networks can
be impaired at different scales. Clearly, the physical topology
of the network and the nature of stressors should be taken into
consideration together in the analysis of network reliability.

Modern communication networks are interdependent due to
the service or support (both infrastructural and logical) they

By stressors we mean those events that impose physical stresses (intense
electromagnetic field, heat, pressure, etc.) over a network and can trigger
network component failures. As we are dealing with large-scale stresses in
this paper, stressors and attacks/disasters will be used interchangeably.

receive from one another. A multi-level network is composed
of several interconnected and interdependent sub-networks of
varying sizes ranging from small to medium to large, with
varying security levels and capacities. Although almost all
network infrastructures (military, commercial or private) can
be represented by a single topological level concept, it would
be precise to model it using the concept of a multi-level
network. In this paper, a three-level communication-network
architecture is presented that is scalable both in the number
of levels as well as the size of the network in each level.

Initial damage from certain stressors, e.g., weapons of mass
destruction (WMDs), high-altitude electromagnetic pulses
(HEMPs) and natural disasters, may exhibit a high degree of
spatial correlation. Similar to an earlier work [6], we assume
a Strauss point process to model the correlated locations of
multiple stressors that may occur simultaneously. Furthermore,
while in [6] the authors only consider a fixed-form Gaussian
degradation function, we generalize it to several degradation
functions (e.g., linear, circular and Gaussian) to describe
different types of stress influences. This function will also be
selected probabilistically to capture uncertainty in the types of
stressors. A degradation function defines the shape, range and
intensity of a stressor over a geographical area.

Inherently, the components of a multi-level communication
network possess different types of security and tolerance
requirements based on their importance in the network. For
instance, a military network or a fiber backbone network has
extra security and more robustness to stressors than a commer-
cial network due to the significance of these networks. While
taking into account the importance of a network component,
we devise a new formulation for calculating the failure proba-
bilities of nodes and links in a network. Moreover, we propose
an extended probabilistic shared risk link group (SRLG) for-
mulation that considers inherent connections among network
components to calculate their coupled-vulnerabilities to stres-
sors. The advantage of our new SRLG approach is that it does
not require any upper layer (e.g., IP layer) information and
allows us to compute the failure probability of each component
based on failure of components that it depends on. Finally,
we provide analytical and simulation results to demonstrate
the overall behavior of a realistic multi-level network under
different types of correlated stressor events.



II. RELATED WORK

Most existing analyzes of network failures start from a given
(fixed) network topology and then focus on various stressors
[71, [8]. Moreover, many of prior studies on physical stressors
were limited to single or geographically-isolated small-size at-
tacks or disasters [9], [10]. The impact of large-scale stressors
on networks was first introduced in [3]. Inherently, large-scale
stressors lead to geographical-correlation amongst the failures
of network components within the stressor’s geographical
proximity. Geographical correlations among large number of
component failures is modeled in [3] based on the geograph-
ical proximity of network components from stressor centers.
However, the authors only considered a single stressor event
at a time, and failure of any network component within the
range of stressor was assumed to be deterministic. However,
multiple attack/disaster events can occur simultaneously and
their effects on network-component failure are not determinis-
tic. A probabilistic failure model with multiple circular stressor
events has been proposed in [8]. However, the authors assigned
a fixed failure-probability to all network components, which
may not be realistic. Further, assumption of only circular-
shaped stressors does not completely capture the impacts of
various stressors on a network. A more realistic Gaussian
shape function for modeling range and intensity of several
stressors was used in [6]. In addition, the authors also used
a Strauss point process [11] to characterize the geographical
correlation among stressors.

There are other works on network failures where SRLG in-
formation was used to characterize the correlated link failures
in a network [12]. Following a stressor event and by assuming
that all components belong to an SRLG will fail with some
(fixed) probability, a simple approach to model correlated
failures in a network was proposed in [13]. Correlated failures
in networks were also studied based on attacks in the logical
layers [14], [15].

In contrast to all previous works, we propose a probabilistic
model for various stressors with a generalized multi-level
framework for the communication network topology. Further-
more, we devise a new formulation to compute the failure
probabilities of all components in a communication network
considering their coupled vulnerabilities.

III. MULTI-LEVEL COMMUNICATION NETWORK
FRAMEWORK

A multi-level communication network framework can be
used to represent the physical architecture of many of to-
day’s special communication networks. For instance, military
communication networks are supported by a wide range of
commercial and non-commercial networks. A similar termi-
nology named multi-level network is described in [16], where
the term multi-level implies all five abstract layers of OSI
(open system interconnection) model. The authors in [17] have
introduced a framework termed multi-provider network. Akin
to this effort, we have defined each level of our multi-level
network as the physical infrastructure of different networks.
We also emphasize the infrastructural dependency among
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Fig. 1. A physical topology for a multi-level communication network.

different networks for efficient communication following a
stressor event.

Figure 1 depicts a prototype of a multi-level commu-
nication network of the types described here for military
communication. We categorize the physical infrastructure of
an interdependent communication system into three scales:
small, medium and large. The specifications of each scale are
given in Table I. For instance, the small, medium and large
networks can be military networks, wide area networks and
commercial networks, respectively. In this paper, we do not
consider failures in other infrastructures, such as the power
grid, supplying electricity for the communication network,
which is not true in reality.

TABLE I
SPECIFICATIONS OF EACH LEVEL IN A MULTI-LEVEL NETWORK
Network size | il | Medium | Large
Parameter
Number of nodes | ~ 100 | ~ 1000 | ~ 10000
Bandwidth low high high
Security high low low

Mathematically, the multi-level network can be represented
as a graph. Specifically, a finite undirected graph G =<
V, E > can be used to represent the multi-level communication
network with N = |V| nodes and M = |E| links, where | - |
denotes cardinality of a set. Here, v; € V,7 =1, ..., N, denotes
the ith node, and (v;,v;) € E represents a link that connects
nodes v; and v;, 4,5 € 1,2, ..., N.

IV. PROBABILISTIC MODEL FOR COMMUNICATION
NETWORK-COMPONENT FAILURES

The goal of this section is to map the spatial distributions of
various stressors to a probability distribution for the network
components being functional while considering their coupled
vulnerabilities.

A. Modeling correlated stressors

In general, multiple stressors can occur simultaneously
either in one geographical location or they can spread over
different locations depending upon the nature of stressors.



1000 Line stressor ‘s Gaussian stressor Circular stressor
" &
800 #
e e
600 \
UK
400 o
(s
200 “ Y
0
0 500 1000 1500 2000 2500

Fig. 2. Three types of stressors on a simulated multi-level communication
network. Nodes with three colors represent physical nodes of three commu-
nication networks which are placed on a (2500 x 1000) plane.

Akin to the work done in [6], we have used the Strauss point
process to represent spatially-inhomogeneous and spatially-
correlated stressor centers. The Strauss point process enables
us to model multiple stressor events simultaneously. The
locations of these stressors are spatially correlated with each
other on a geographic plane [11].

The spread and intensity of these stressors can be different
depending upon the inherent shape and strength of stressors.
For instance, a tornado yields different geographical impact
than a nuclear attack or an earthquake. Based on literature
survey, we have found three degradation functions, namely
Gaussian [6], circular [18] and linear [7], that may reasonably
characterize various real-world stressors. Figure 2 depicts one
realization of these three types of degradation functions. A
brief description of them is provided below.

Gaussian: Gaussian stressor intensity degrades according
to the Gaussian function as the spatial distance from the
location of occurrence increases. The variance of the Gaussian
function specifies the range and intensity of the stressor on
a geographic plane. Many real-world attacks and disasters
exhibit a Gaussian nature approximately [6].

Circular: Given a stressor center, a circular degradation
function is completely described by two parameters: radius
of the circle and intensity of the stressor at the center.
Intuitively, the only network component residing within the
circle is affected and the intensity at any location is inversely
proportional to its distance from the stressor-center.

Linear: We observed from the statistics of tornadoes that it
can occur in any geographical location in USA. Typically, a
tornado has a radius of 80 meters and length of 3 kilometers
[19]. We consider the Poisson point process to model the
locations of occurrence of the stressors. Unlike other disasters,
a tornado has almost equal strength over the region it spreads.
Hence, a uniform intensity all over the line is assumed.

B. Mapping stressor intensities to the network component
failure distributions

We denote the stressor(s) event by W = w. We adopt
the following assumption from [6]: Assumption 1. Upon
occurrence of a catastrophic stressor event (e.g., WMD,
HEMP, natural disaster, etc.), the initial failure of any network
component does not depend on other components. Due to
Assumption 1 and given a stressor event W = w, the joint

failure probability of all network components can be written as
the product of their individual failure probabilities. For nodes
we have p(vq,vs,..,on|W = w) = Hf\il p(v;|W = w)
and for links we have p((v1,v2), ..., (Un—1,oN)|W = w) =
H(vi,vj)eEp((vi’UjNW = w)’ where p(UZ‘W = ’U)) and
p((vs,v;)|W = w), denote the failure probability of the ith
node and the (v;,v;) link, respectively.

Next we find the failure probability of each network com-
ponent using the following procedure. Clearly, the likelihood
of network component failure increases with the intensity of
stressor and decreases with component’s internal tolerance.
Hence, we define the failure probability of ith node as

Ly (4, y5) 1)

L, (r,c) M

p(v;|W = w) = min (
where I, (x;,y;) > 0 captures the aggregated intensity of
stressor at node v;’s location (z;,y;), and I, (r,c¢) > 0 is
the internal node tolerance. We define I, (r, ¢) by taking into
account two realistic physical attributes of a node: I, (r, ¢) :=
r 4+ ¢, where 7 € (0,7p4,] i a parameter to capture the
resistance (e.g., shielding against HEMP [4]) assigned to a
node based on its importance (e.g., higher node-degree or a
backbone node) in the network. In addition, ¢ € (0, ¢pmaz)
captures the security requirement of a node being a network
component in the multi-level network. The values of r and ¢
can be estimated from the historical data. Note that, I, (z;, y;)
is non-negative due to the fact that stressor intensity can only
be positive or zero. Intuitively, all network components possess
some resistance to the physical stressors that indicate I, (1, ¢)
is a positive quantity. Hence, we have 0 < p(v;|W = w) < 1,
thus p(v;|W = w) is a probability.

In order to find the link failure probability, we first find the
stressor intensities over all points on the link. Then we take
the maximal stressor intensity to consider maximum impact
of the stressor to that link. Since a link can have an infinite
number of points, we have taken L,, ;) number of points on
the (v;,v;) link to find the maximum stressor intensity. The
link failure probability for the (v;,v;) link can be written as

max Ly(z1,y1)
(« W = ) = mi 1E{L o Lu;00} .
p ’U“ ’U] = W) = min I(,Uiy,uj) (7"7 c) , y

2
where (x;,7;) is the location of the Ith point on (v;,v;)
link. Iy, ,,)(r,c) is the tolerance of the (v;,v;) link that we
define as the average of internal tolerances of the two nodes
connected by the link: I(,, ,,)(r,¢) = M The
averaging of node tolerances in calculating the link tolerance is
realistic. For example, if two nodes are very important then the

link connecting them is assumed to have a great importance.

C. Characterizing coupled vulnerabilities among network
components

We model the coupled vulnerabilities among network com-
ponents using a variation of SRLG. First note that the func-
tional vulnerability of a node directly affects the functionality



of all links connected to it. Clearly, if a node fails then the links
attached to it cannot be used anymore for communication.
Therefore, for a stressor event W = w, by taking into account
the coupled vulnerabilities between nodes and links, we find
the failure probability of (v;,v;) link as

Psrig((vi, v)|W = w) = P((vi, v;) Ui Ui [V = w)

= p((vi, v3)) + p(vi) + p(v;) = p((vi,v5))p(vi)—

p(vi)p(v;) — p((vi, v3))p(v;) + p((vi, v;))p(vi)p(vy),
where the last line follows from Assumption 1. For simplicity
of notation, conditioning on the stressor event W = w is
removed from the second line. We summarize the link-failure
as Observation 1: The increase in failure probability of a
communication node increases the failure probability of all
links attached to it. Similarly, link failures can cause node
failures as well. For example, a HEMP wave that hampers a
link can be carried through the link to the nodes connected
to it. We can express the failure probability of the ith node
considering all associated link failures as

Psrig(vi|W = w) = P(v; U (ﬂ (vi, v;))[W = w)
JEN
= p(vi) +p([) (v v)) = plw)p( [ (vi,07),
JEN JEN

where {j € N : v; € Neighbor(v;)} is the index set of
the neighbors of node v;. Again, conditioning on a stressor
event W = w is dropped from the notation. We now have
Observation 2: The increase in failure probability of all links
attached to a node elevates the failure probability of that node.

3)

4)

V. PERFORMANCE MEASURES

In this section, we define several parameters to evaluate the
performance of network under different stressor scenarios.

Definition 1. Total expected capacity (TEC) of network: This
metric measures the accumulated average (expected) capacity
of all network links. Total capacity of a communication
network: C'= >, .\ Cij, where Cy; is the capacity of
the (v;,v;) link. Cj; is a random variable that we define as

Cij,
0,

where ¢;; is the true capacity of the (v;,v;) link. We find the
TEC of a network by taking conditional expectation (E[-|])
over C' given a stressor W = w:

TEC = E[C|W = w] =

with probablity p(c;;) =1 — p((vi, v;)|W = w),

Cij =
’ with probablity p(0) = p((vi, v;)|W = w),

(viyv;)€E
Definition 2. Total expected number of node failures: Since
the number of functional-nodes is an important parameter
for any network, we calculate the total expected number
of node failures among N nodes after the occurrence of a
stressor event. We define a random variable that captures the
functionality of the ith node as follows

. — {1, if the ith node fails with probablity p(v;|W = w)
T O’

if the ith node is functional.
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Latitude
D
o

w
o

A v ye -~
T . ~ ol [
30 . w:’ =
Square nodes: Sprint network W
; \!
25 | Circular nodes: TeliaSonera network®™

-120 -110 -100
Longitude

Fig. 3. A physical topology of a multi-level communication network com-
posed of three real networks: TeliaSonera, Level 3 and Sprint.

The total number of node failures can be expressed as X =
2711\;1 X;. Then the total expected number of failed nodes is
E[Xr[W = w] = .0, p(ui| W = w).

Definition 3. Max-flow between two nodes [3]: This param-
eter allows us to find the maximum data rate possible between
any two fixed nodes in a network.

VI. SIMULATION RESULTS

Figure 3 depicts a prototype of the physical infrastructure
of a multi-level communication network, which is composed
of three real networks: TeliaSonera, Level 3 and Sprint. The
physical topology dataset of these three networks are available
in [20]. Note that each of TeliaSonera, Level 3 and Sprint
networks consists of 21, 99 and 264 nodes, respectively,
which are located all over USA. Three connections from both
Level 3 and Sprint network are made with the TeliaSonera
network based on the geographical distance between nodes
and their associated node degrees. We have evaluated the
performance of the multi-level communication network under
different types of stressor scenarios. For each scenario we
have generated 500 random samples with 2 stressor events.
All links have a capacity of 1 Gbps (Gigabits per second) and
intermediate point distance on links is approximately 10 miles.
Node tolerances are assigned uniformly in (0, 2]. Moreover,
the radius of the circular stressor is assumed to be 200 miles.
For a line stressor, the line-direction is considered to be a free
parameter within 0-360 degrees, since the line stressor can
move to any direction after its occurrence.

Figures 4 and 5 depict the total expected number of node
failures and the TEC of the multi-level network, respectively,
for three different types of stressors. As expected, the TEC
decreases and the total expected number of node failures
increases with the increase of the parameter value of stressor.
Depending on the stressor, the horizontal axis (parameter of
the stressor) refers to the variance of the Gaussian stressor or
the intensity at the center for circular stressor or the length of
line for linear stressor. Notice that the network performance
becomes worse for all scenarios while we consider the effect
of SRLG among the network components. This is because
one component failure contributes to the increase of failure
probability of other components (Observations 1 and 2). For
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the particular parameter values assumed in simulation, the
multi-level communication network is less vulnerable under
Gaussian stressor; however, different parameter values may
yield different results, which is intuitive.

Figure 6 illustrates the Max-flow between two arbitrary
fixed nodes (denoted by S and D in Figure 3) in the network
following a stressor. Here we have directly calculated the Max-
flow considering the SRLG. Clearly, Max-flow achievable
between these two nodes under normal operation is 3 Gbps,
but due to the impact of stressors some nodes/links fail, thus
the actual Max-flow between these two nodes is reduced.

VII. CONCLUSIONS AND FUTURE WORK

The reliability of a network is largely affected by the
catastrophic attacks and natural disasters. We have presented a
multi-level communication architecture to capture the physical
infrastructure of the existing communication networks. We
have described different types of correlated stressors that can
potentially degrade the reliability of a communication network.
We have also calculated the coupled-vulnerabilities among

network components using a realistic SRLG formulation. Sim-
ulation results have shown that the inherent coupling among
communication-network components notably increases their
vulnerabilities to the large-scale stressors.

In the future, the dynamics of network functionality needs to
be studied under temporal correlation among different types of
stressors and robust techniques need to be devised to minimize
the impact of catastrophic stressors on the network.
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